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Abstract

The TTP/C protocol is a communication protocol for
safety-critical real-time applications. It is designed to meet
both the cost constraints of the automotive industry and the
stringent safety constraints of the aeronautics industry. This
is achieved by using the static nature of the TTP/C com-
munication pattern to build relatively cheap communication
controllers being supervised by guardians that protect cor-
rect nodes from faulty ones. The complexity and, thus, the
costs of these guardians determine the type of node failures
a TTP/C-based network can tolerate. In this paper, we will
give a short overview of the TTP/C protocol and discuss its
fault hypothesis. We will then introduce a general guardian
that enables a TTP/C-based network to tolerate arbitrary
node failures.

1. Introduction

The Time-Triggered Architecture (TTA) is a distributed
computer architecture for highly dependable real-time sys-
tems. The core building block of the TTA is the commu-
nication protocol TTP/C. This protocol has been designed
to provide non-faulty nodes with consistent data despite the
presence of faulty nodes or a faulty interconnection network
channel. To achieve consistency the protocol algorithms as-
sume that a fault is either a reception fault or a consistent
send fault of some node. Although the protocol uses this
rather optimistic failure mode assumption, the TTA can iso-
late and tolerate a broader class of faults. This is possible
by making intensive use of the static knowledge present in
a TTP/C-based distributed computer system. This off-line
available knowledge allows to build interconnection net-
works which transform arbitrary failure modes of nodes into
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failure modes the communication protocol can deal with.
This paper discusses a promising new approach to trans-

form failure modes in TTP/C-based systems utilizing a star
topology interconnection network: the central guardian [3,
1]. In a star network architecture all TTP/C nodes can
share guardians that are physically located at the star cou-
pler of the network. This setup requires only a single
guardian per replicated communication channel rather than
a guardian for each node as needed in a bus setup [6]. Thus,
the guardian may implement sophisticated algorithms while
keeping overall system costs low. In fact, a central guardian
may even be designed as smart as to isolate arbitrary node
failures.

The remainder of the paper is organized as follows: we
start with a short introduction to the TTP/C communication
protocol and will present its fault hypothesis. We will then
discuss the requirements imposed on a guardian for TTP/C
that enables isolation of arbitrary node failures.

2. The TTP/C Communication Protocol

A TTP/C network consists of a set of communicating
nodes connected by a replicated interconnection network.
A node computer comprises a host computer and a TTP/C
communication controller with two bi-directional commu-
nication ports. Each of these ports is connected to an inde-
pendent channel of a dual-channel interconnection network.
Via these broadcast channels the nodes communicate using
the service of the communication controller.

The TTP/C protocol implements broadcast communica-
tion that proceeds according to an a priori established time-
division multiple access (TDMA) scheme. This TDMA
scheme divides time into slots each being statically assigned
to a particular node. During its slots the node has exclusive
write permission to the interconnection network. The slots
are grouped into rounds: in the course of a (TDMA) round
every node is granted write permission in exactly one slot.



Furthermore, nodes always send in slots having the same
relative position within a round; finally, the slots assigned
to a particular node have the same length in each round.
A distributed fault-tolerant clock synchronization algorithm
establishes the global time base needed for the distributed
execution of the TDMA scheme.

A cluster cycle comprises several TDMA rounds and
multiplexes the slots assigned to a node in succeeding
TDMA rounds between different messages produced by the
node (this is similar to the TDMA round, which multiplexes
the communication channels between several nodes). Every
node has knowledge – stored in read-only memory – of the
complete communication pattern (and not only of the slots
assigned to itself). These data are called message descriptor
list (MEDL) and allow nodes to know a priori the types of
messages being sent or received. Thus, there is no need for
transmitting the sender IDs or message IDs explicitly.

TTP/C messages are called frames and the protocol de-
fines three types of frames: normal frames (N-frames) carry
user data. Initialization frames (I-frames) carry protocol-
specific state information that allows nodes to integrate into
an operational cluster. Finally, extended frames (X-frames)
contain both user data and protocol state information. The
type of a frame to be transmitted in a particular slot of the
TDMA round is also stored in the MEDL. In addition – to
allow for node integration – frames carry an identifier bit in
a frame header.

By periodic examination of frame states the protocol es-
tablishes a membership service: if a node receives a correct
frame [4] on either of the communication channels, it con-
siders the respective sender correct. A correct receiver will
consider a frame correct if it meets all of the following re-
quirements:

• transmission of the frame starts and ends within the
temporal boundaries of its TDMA slot

• the signal constituting the frame on the physical layer
obeys the line encoding rules

• the received frame passes a CRC check

• sender and receiver agree on the distributed state of the
TTP/C protocol (i.e., the C-state)

It does not matter if the sender is in fact correct (as
judged by an omniscient observer) or what faulty receivers
conclude. If a node receives a correct frame, it assumes that
the contents of the frame are authentic and that sender and
receiver agree on the distributed state of the communication
system, i.e., the controller state (C-state). The C-state con-
sists of the membership, the global time the frame broadcast
was started at, and the number of the current TDMA slot.
To test C-state agreement when an N-frame (which con-
tains solely user data) is received, the CRC check mentioned

above is performed on the frame data concatenated with the
local C-state (extended CRC check [4]). If the resulting
CRC checksums are identical at sender (i.e., the checksum
transmitted with the frame) and receiver, the receiver as-
sumes that it maintains the same C-state as the sender. Al-
ternatively, when an I-frame or an X-frame is received, the
C-state data transmitted with the frame are compared to the
receiver-local view of the C-state. In any case the mem-
bership service of the protocol ensures that a node can only
succeed in broadcasting frames if it maintains a correct C-
state (i.e., the same C-state as the receivers).

To allow for integration of nodes into an active cluster,
some nodes of the cluster periodically broadcast their re-
spective C-state in I-frames or X-frames. Nodes willing to
integrate can learn membership, global time, and the actual
position within the global communication pattern from the
C-state. Thus, the node is enabled to participate in commu-
nication after having received an I-frame or an X-frame.

3. TTP/C Protocol Fault Hypothesis

In the following paragraphs we will introduce the fault
containment regions [2] of the TTP/C protocol. Further, we
will provide definitions of types and frequency of faults that
can be withstood by the protocol. Finally, we will define a
minimum configuration needed to tolerate these faults.

3.1. Fault Containment

The TTP/C protocol distinguishes between two types of
fault containment regions:

• node computers (comprising a host computer and a
communication controller part) and

• channels of the interconnection network.

A fault containment regions is supposed to fail as a unit.
Distinct fault containment regions will fail statistically in-
dependently if the respective faults are covered by the fault
hypothesis.

3.2. Node Faults

As for the frequency of node faults, the fault hypothesis
of the protocol claims that

1. only one faulty node exists within the duration of a
TDMA round

2. a node may become faulty only after any previously
faulty node either has shut down or operates correctly
again.

With respect to the types of node faults, the TTP/C protocol
assumes that



3. a transmission fault is consistent (i.e., if a faulty node
broadcasts a frame on a correct channel, all receiving
nodes will consistently consider the respective frame
faulty or correct)

4. a node does not send data outside its assigned sending
slots on both channels of the interconnection network

5. a node will never send a correct frame outside its as-
signed sending slots

6. a node will never hide its identity when sending
frames.

The fault hypothesis does not state anything about faults
other than communication faults. Any fault of a node (even
a reception fault) will either become manifest by a transmis-
sion fault of the affected node or will never be perceived by
other nodes of the cluster.

3.3. Network Faults

With respect to the frequency of faults of a channel, the
fault hypothesis states that

7. only one channel is faulty during a TDMA slot.

As to the types of interconnection network faults it must be
guaranteed that

8. a channel does not spontaneously create correct frames

9. a channel will deliver a frame either within some
known maximum delay or never.

3.4. Single Faults & Minimum Configuration

The TTP/C protocol promises to provide its consistent
frame delivery and membership service even in the pres-
ence of faults provided that at most one component happens
to be faulty in a particular slot. To achieve fault-tolerance,
however, a minimum configuration must be ensured.

To tolerate a faulty node the minimum configuration in
TTP/C requires in general that, in every slot, there exist at
least three correct nodes which need to be correct for the
whole duration of the slot. In particular, if the cluster op-
erates in synchronous protocol mode, three correct nodes,
which must actively participate in clock synchronization
and are synchronized to each other, are required in a min-
imum setup. Further, to allow for integration of a correct
node despite a faulty active node, an I-frame must be trans-
mitted every TDMA round and there must be at least one
correct node that sends I-frames.

4. The Tasks of the Guardian

The purpose of the guardian is to increase the probability
that TTP/C nodes of a cluster will face only faults covered
by the fault hypothesis as presented in Section 3. In princi-
ple, this is achieved by placing a guardian at the interface(s)
of a component and let it control the appearance of the re-
spective component at its interface(s) to other components
and, thus, act as a failure mode converter. Consequently
the failure modes of the component are – at the interface
to other components – replaced by the failure modes of the
guardian.

The central guardian discussed in this paper checks (at
the operational level of the interface specification [5]) for
the expected syntax and the timing at the interface of the
nodes it supervises. It is thus able to transform types of
faults. At its output interface the guardian will mirror the
input received from the attached sender node if this input
complies to some specified rules. Otherwise the guardian
will exhibit a predefined behavior (that complies to the fault
hypothesis).

To guarantee compliance to the types of node faults the
guardian needs to transform the following failures of TTP/C
communication controllers:

1. SOS failures in the line encoding of frames at the phys-
ical layer

2. SOS failures with respect to the timing of frame trans-
mission

3. transmission of any data outside the assigned sending
slot (both in synchronized cluster operation and during
startup)

4. masquerading of nodes during the startup phase of the
protocol.

Additionally, to provide fault isolation to integrating nodes:

5. transmission of invalid (i.e., non-agreed) C-state data.

Transformation of failure modes one and two ensures that
transmission faults will be consistent. Supervision of fail-
ure mode three will guarantee that a node can never send
anything outside its assigned sending slots. Finally, hiding
its identity becomes impossible to a node if the guardian
checks for cheaters. Thus, all assumptions regarding the
types of faults as discussed in Section 3.2 are covered.

4.1. The Central Guardian Approach

Figure 1 provides the (logical) top level architecture of
a TTA cluster utilizing a star topology network. The clus-
ter comprises four regular nodes, two dedicated nodes, and
two star couplers. The regular nodes are connected to each



of the replicated channels of the (star topology) intercon-
nection network via bi-directional links. Two independent
central guardians are located at the center of each commu-
nication channel, i.e., at the star coupler. The guardian of
a channel controls all the (frame) traffic at the respective
channel. To achieve this, the guardian needs to be provided
with the TTP/C clock synchronization service and needs to
have access to C-state data. A dedicated node consisting
of a TTP/C protocol controller provides these services (by
providing the central guardian with a regular TTP/C proto-
col interface, i.e., the CNI). This controller is logically (as
depicted in Figure 1) a regular TTP/C controller that does
not send any frames and whose existence is thus transpar-
ent to other nodes in the cluster. Physically, the controller is
located at the star coupler and is part of the guardian itself.

Figure 1. Star Topology Cluster

This approach provides both cost efficiency and a low
statistical dependency of node and guardian faults. Cost
efficiency is a consequence of needing only two guardians
(one per channel) irrespective of the actual number of nodes
in the cluster. Because of the strict “one-at-a-time” com-
munication pattern of TDMA-based communication and the
fact that a guardian protects receivers from faulty senders,
it suffices to have, for all nodes, a single common guardian
that is – at a particular point in time – logically assigned to
the sender of the respective slot. Write access of a node is
prohibited outside its respective sending slot.

The actual value of statistical dependency of node and
guardian faults basically depends on the particular imple-
mentation. Influencing parameters are the type of physical
connection between nodes and the star coupler, indepen-
dence of power supplies, physical vicinity of the devices,
and others. At the logical level nodes and guardians do not
have any common mode failure modes.

Further, integrating a central guardian into the star cou-
pler of a star network has the following advantages:

• The algorithms in the guardians can be extended
to provide additional monitoring services, such as
condition-based maintenance.

• If the guardians reshape the physical signals, the archi-
tecture becomes resilient to arbitrary node faults.

• Point-to-point links have better EMI characteristics
than a bus and can easily be implemented on fiber op-
tics.

5. Outlook

In this paper we have presented the TTP/C protocol, its
fault hypothesis and minimum configuration requirements
and the principles of a central guardian for this protocol.
The central guardian is a natural yet powerful choice in star
network topologies. Because a whole TTP/C cluster needs
only two of these central guardians, its design is less con-
strained by cost arguments than a local guardian needed
once (or even twice) for every node. In fact, a central
guardian may contain algorithms so sophisticated that ar-
bitrary node failures can be tolerated.

Currently, we are designing the algorithms for a smart
central guardian to be applied in a star network topology.
This guardian will be able to isolate arbitrary node failures,
thus, allowing to waive sophisticated self-checking mecha-
nisms when needing to ensure fail-silence failure semantics.
Test series with first prototypes of this central guardian both
in VHDL simulation and on an FPGA-based hardware pro-
totype implementation provided promising results.
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