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Abstract

Within this paper we propose architecture ideas on a dis-
tributed Video on Demand network basing on peer to peer
technology. I.e. each peer offers video streams to other
peers and may receive a video stream from another peer
simultaneously. This results in an optimization problem
depending on different factors which we approximate with
the help of an simulation environment. Our approach
bases on a peer to peer framework by Sun called Project
JXTA which provides a set of protocols.

1 Introduction

The base idea of this proposal is to build up a local video-
on-demand service without the need of a central storage-
server. Such a scenario could occur in hotels. On one
hand a central video server stores a couple of movies and
offers them to set-top boxes distributed in the hotel rooms.
There are two obvious disadvantages: For just a few paral-
lel video-streams the server needs significant performance
which results in high costs building up the whole infras-
tructure. Furthermore scalability seems to be a problem.
On the other hand an alternative is the usage of peer-to-
peer techniques: Each set-top box in the rooms gets a (rel-
atively) small harddisk and each peer offers and requests
movies at the same time. The movies are individual and
no multicasting streams.
Up to now our work is in an experimental status. So far
we have built up a video streaming testbed shown in Fig.
2. Furthermore the peer to peer software models are in a
initial status (Fig. 3). At this point of time we mostly deal
with theP2P data placement simulation environment.
The outline of this proposal is as follows: Within the next
Section we describe general P2P techniques in the In-
ternet followed by the P2P middlewareProject JXTAby
Sun Mic. Section 3 describes the general architecture of
the P2P video storage network and finally gives a short
overview of the data placement simulation environment.

2 Peer to Peer Networks

As the web continues to expand its scope to wireless de-
vices and sensors, its growth is expected to explode to
billions of new devices[2]. The popularity of the web
has also demonstrated its limitations. Denial of service
attacks have shown its fragility and lack of resilience to
simple attacks. Services like DNS have created central-
ized dependencies and constrained the Internet’s growth.
The computing model on the web is primarily based
on a client/server model where information and services
are published at well-known and fixed locations (URLs).
Such addressing, along with centralized web sites, have
created single points of failure and bandwidth bottlenecks
to popular sites: Hot spots become hotter while cold loca-
tions remain cold. A more decentralized and self-adapting
computing model has been proposed by systems such as
Freenet, Gnutella, andFreeHavenfor addressing many of
these limitations and have taken advantage of the increas-
ing bandwidth, processing, and storage available on de-
vices connected at the edge of the Internet.
The main concept of peer-to-peer computing is that each
peer is client and server at the same time. Each peer may
release and allocate

• processing power: like at Seti at homea bunch of
peers performs a distributed computation.

• data storage: data is not owned by a particular mem-
ber or server, but is passed around, flowing freely to-
wards the end subscribers. When member demands
for some data increase, more copies will be propa-
gated and replicated within the community. Other-
wise, fewer copies will be available as existing copies
slowly disappear and are replaced by more popular
data.

• control: each peer can offer the possibility of being
controlled or illustrate monitored data. This is es-
pecially dedicated to sensors or small embedded de-
vices.
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Figure 1: Jxta Virtual Network [10]

Peers have direct connection to other peers avoiding com-
munication via mediating servers. The peer (or peer
group) community as a whole is supposed to ensure the
protection and persistency of data through its unique abil-
ity to adapt, resist, and protect data by scattering mul-
tiple copies within the community boundary. Commu-
nity members tend to interact more heavily with their
neighbors for searching and accessing information, reduc-
ing overall network traffic and data latency, and leading
to a better utilization of available bandwidth. Chaining
and delegation capabilities enable members to forward re-
quests to their neighbors for searching data beyond their
own view. Within a community, each member can access
the entire community’s knowledge. There is no single,
centralized search engine; every member contributes to a
search.
The described P2P architectures don’t only make sense
within the scope of the internet. They can easily be
adapted on LANs/Intranets: also here it is reasonable to
distribute content to avoid the need of centralized servers
creating hot-spots.

Project JXTA

Project JXTA is an open-source project originally con-
ceived by Sun Microsystems [8] and designed with the
participation of a small but growing number of experts
from academic institutions and industry. JXTA was initi-
ated to standardize a common set of protocols for building
P2P applications. Prior to this time, existing peer-to-peer
systems were built in isolation, delivering a single type of
service, and employing protocols incompatible with other

services. For example,Gnutelladefines a generic file shar-
ing protocol andJabberdefines an instant messaging pro-
tocol, but none of these protocols are interoperable. Each
system creates its own P2P community, duplicating ef-
forts in creating software and system primitives required
by P2P systems, such as managing the underlying phys-
ical network (e.g. dealing with firewalls, peer discovery,
and message routing). Project JXTA attempts to define
a generic network layer usable by a wide variety of P2P
applications. It is designed to be independent of program-
ming languages (e.g. C, C++ or Java), system platforms
(such as the MS Windows, UNIX, Linux etc), service def-
initions (such as RMI and WSDL), and network protocols
(such as TCP/IP or Bluetooth). The JXTA protocols have
been designed to be implementable on any device with a
network heartbeat, including sensors, consumer electron-
ics, PDAs, appliances, network routers, desktop comput-
ers, data-center servers, and storage systems.
The Project JXTA protocols create a virtual network on
top the existing physical network infrastructure of which
services and applications are built (cf. Fig. 1). The de-
velopers designed this virtual network layer to be thin and
simple, but with interesting and powerful primitives for
use by services and applications. The main purpose of
JXTA virtual network is to hide all of the complexity of
the underlying physical network topology, and provide a
uniform addressable network for all peers in the network.
The JXTA virtual network allows a peer to exchange mes-
sages with any other peers independently of its network
location (firewalls, NATs or non-IP networks).
It standardizes the manner in which peers discover each
other, self-organize into peergroups, advertise and dis-
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cover network resources, communicate with each other
and monitor each other. The network transport layer is
built of a uniform peer addressing scheme based on peer
ID, relay peers that relay messages between peers, and a
binary message format to transport binary and XML pay-
loads.

3 Video-P2P-Network

Consider distributed video peers for storing and stream-
ing videos where single video processing machines are
connected to a network of distributed peers connected via
switches and routers(cf. Fig. 2). This peer interconnection
provides a virtual video server to the player application.
The management for the virtual server can be imple-
mented by a JXTA-based middleware which ensures on
the one handQuality of Servicefor video streaming and
manages on the other hand the storage and distribution of
recorded videos. Each peer offers video content and may
play videos from other peers by streaming simultaneously.
Details of streaming, rerouting and reallocation of storage
may be completely managed and thus hidden by the mid-
dleware. The user only deals with one virtual video server
and does not have to consider any network details.
In Fig. 2 you can see the raw architecture of our testbed.
For our experiment we have connected peers to 3 LANs
which is managed by a fast ethernet switch each. The
LANs are connected to routers. Due to the experimen-
tal status the routers in the network are Linux machines.
For our experiments, each peer locally stores a small num-
ber (up to now 4-7 videos) and the disk quota of each peer
is limited to just a few GByte. Movies are additionally
saved redundantly in order to have most possible fast ac-
cess. How often movies are saved redundantly is presently
evaluated by the data placement simulation.
Each peer holds a JXTA instance but also on the Linux-
Router C a JXTA peer is running. Hoever here is also a so
calledRendezvous Serviceworking. Due to the fact that
there are several subnets it is not possible for the peers to
get aware of each other. Because of this the Rendezvous
Server stores references of the individual peers and the
peer content. However the data exchange just takes place
between the individual peers. Though we need this kind of
server this model does not stand in contrast to P2P models.
Due to [2] these models can and do coexist.
Due to the fact that the number of peers in the network is
not too large we decided to select IntServ supported Qual-
ity of Service [1]. The QoS support is achieved by the use
of traffic control (tc)[7] [6]: The network interface is as-
signed to aQueuing Discipline. The traffic going out does
not line up in a standard-FIFO rather in aWeighted Fair
Queue (WFQ).
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Figure 2: Architecture of the P2P-VoD testbed

3.1 Short Protocol Overview

In Fig. 3 you can see the protocol stack which shall be
implemented on every peer. ThePlayer Applicationdi-
rectly interacts with the P2P instance in order to control
the video stream. The P2P instance consists of several
protocols which mostly are parts of the JXTA framework.
Their detailed tasks are explained in [9] and [5]. Just the
Video Allocation Protocoland thePeer Discovery Proto-
col shall be mentioned here.

• The Discovery Protocol (as part of JXTA framework)
is responsible for the peer to get aware of the dis-
tributed content of the other peers. This presumes
that each peer lets the rendezvous server know about
its local content. This is realized by publishingAd-
vertisements.

• When a user intents to view a movie theVideo Allo-
cation Protocollocates the most efficient source with
the information delivered by thePeer Discovery Pro-
tocol. The RSVP protocol then reserves bandwidth
along the route. We are presently implementing the
VAP.
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Figure 3: Protocol Overview

3.2 Simulation Environment for P2P Data
Placement Strategies

In Fig. 4 you can see our Simulation Environment to eval-
uate different video placement strategies.
This optimization problem depends on demand distribu-
tion of the individual users, bandwidth, probability of peer
failure and wether often requested movies are in the lo-
cal subnetwork. The simulation applies the OSGI layer
model. Besides different IP routing protocols (OSPF, RIP,
DPS [3]) it is possible to reserve bandwidth resources sim-
ulating RSVP.
Later on it could make sense (when causing lower re-
source usage)if a serving video peer is changed at runtime
to another one which is holding the redundant data.

Figure 4: P2P Data Placement Simulation Environment

4 Conclusions & Future Work

Within this proposal we presented an architecture of an
P2P-VoD-Network. Due to the fact that our work is still in
progress we expect further results concerning the simula-
tions within the next several month. The so gained strate-
gies are then integrated in the Video Allocation Protocol.
Moreover it might be useful to partition the video content.
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